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สงัคมวทิยา มานษุยวทิยา ในยคุสมยัแหง่ AI 

สฤณี อาชวานันทกุล ร่วมกับ Claude AI (Opus 4.6 model)  

          17 กุมภาพันธ ์2569 

 

เรียน ท่านคณบดี คณาจารย์ และแขกผู้มีเกียรติที่เคารพทุกท่าน  

ดิฉันรู้สึกเป็นเกียรติอย่างยิ่งท่ีได้รบัเชิญจาก คณะสังคมวิทยาและมานุษยวิทยา มหาวิทยาลัยธรรมศาสตร์ ให้มากล่าวปาฐกถา
ในหัวข้อ “สังคมวิทยาและมานุษยวิทยาในยุคสมัยแห่ง AI” ในโอกาสวันครบรอบ 61 ปีของคณะ และขอยินดีกับคณะใน
โอกาสนี้ด้วยนะคะ 

เพื่อให้เข้ากับหัวข้อและยุคสมยั ดฉิันจัดเตรียมปาฐกถาช้ินนีข้ึ้นด้วยด้วยความช่วยเหลือจาก Claude AI ของบริษัท 
Anthropic เพราะวันนี้คุยกับมันทุกวัน เลยต้องให้เครดิต Claude ด้วยว่าเป็น “ผู้ประพันธ์ร่วม” (เดีย๋วในช่วงท้ายของ
ปาฐกถา จะมาเล่าถึงประสบการณ์ส่วนตัวในการใช้ AI และอธิบายเหตุผลที่ไม่ใช้ ChatGPT – AI ยี่ห้อยอดนิยมของบริษัท 
OpenAI)   
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ท่านผู้มีเกียรติทุกท่าน ปฏเิสธไม่ได้ว่า ปัญญาประดิษฐ์หรือ AI ก าลงัเข้ามามีบทบาทมากขึ้นในชีวิตของเราและโลก ทั้งที่
มองเห็นและมองไม่เห็น AI ก าลังเปลี่ยนแปลงทุกมติิของชีวิตมนุษย์ ตั้งแต่วิธีท่ีเราท างาน สื่อสาร เรียนรู้ เปลี่ยนแม้กระทั่งวิธีที่
เรามองโลกและมองตัวเอง  

AI ยอดนิยมอย่าง Gemini หรือ ChatGPT สามารถเขียนบทความได้ภายในไม่กี่วินาที สรา้งความปวดเศียรเวียนเกล้าใหก้ับ
อาจารย์ทั่วโลก และสร้างความเซง็ให้กับนักอ่านที่อยากอ่านความคิดเห็นของ “คน” ตัวเป็นๆ มากกว่า AI โดยเฉพาะในโลกโซ
เชียล ระบบ AI วันน้ีสามารถวินิจฉัยโรคบางโรคได้อย่างแม่นย ากว่าแพทย์ รถยนต์อัตโนมัติวิ่งบนถนนในหลายเมือง หุ่นยนต์
ก าลังแทนท่ีแรงงานมนุษย์ในโรงงาน  

และทีแ่ฟนนิยายวิทยาศาสตร์หรือไซไฟอย่างดิฉันพบว่านา่ตื่นตาตื่นใจที่สุด ก็คือ การยกระดับจาก Large Language Model 
(LLM) โมเดลภาษาขนาดใหญ่ทีโ่ตต้อบกับเราได้ กลายเป็น AI Agent หรือ “AI ตัวแทน” ระบบปัญญาประดิษฐ์หรือ “บอท” 
ที่สามารถวเิคราะห์ ตัดสินใจ และลงมือท างานให้ส าเร็จลลุ่วงเองโดยอัตโนมตัิ ไม่ใช่เพียงแค่ตอบค าถาม แต่สามารถเช่ือมต่อ
กับเครื่องมือภายนอก เข้าถึงข้อมลู และด าเนินงานท่ีซับซ้อนแทนมนุษย์ได้ โดยมีความสามารถในการรับรู้สภาพแวดล้อมและ
ปรับตัวเพื่อให้บรรลเุป้าหมายที่ไดร้ับ 

อย่างไรก็ดี ท่ามกลางความตื่นเต้นกับเทคโนโลยี AI ที่ก้าวหน้าอย่างไม่หยุดยั้ง ค าถามสองข้อที่ส าคัญมากแต่มักถูกมองข้าม ก็
คือ “AI เก่งอะไร และไมเ่ก่งอะไร” และ “AI ช่วยเหลือมนุษยไ์ดด้ีแล้วหรือไม่?” ซึ่งสังคมวิทยาและมานุษยวิทยาจ าเป็นต่อการ
เติมเต็มและตอบค าถามทั้งสองข้อนี้  

ต่อค าถามข้อแรก “AI เก่งอะไร และไม่เก่งอะไร” ค าตอบวันนี้คือ AI เก่งมากๆ และวันน้ีเก่งกว่าเราหลายเท่าแล้วด้วยในการ
จับรูปแบบ (pattern recognition) จากข้อมูลขนาดใหญ่ จ าแนกประเภท สรุปข้อมลู และการท านายเชิงสถิติ แต่สิ่งที่ AI ยัง
ไม่เก่งคือ การท าความเข้าใจกับ “ความหมาย” ที่มนุษยส์ร้างขึ้นในบริบทเฉพาะ ซึ่งเป็นหัวใจของสังคมวิทยาและมานุษยวิทยา 

ส่วนค าถามข้อท่ีสอง “AI ช่วยเหลอืมนุษย์ไดด้ีแล้วหรือไม่?” ก็ต้องอาศัยองค์ความรู้และวิธีวิทยาของสงัคมวิทยาและ
มานุษยวิทยา เพราะศาสตร์ทั้งสองนี้เป็นเครื่องมือในการท าความเขา้ใจว่า มนุษย์คือใคร สังคมท างานอย่างไร วัฒนธรรมมสี่วน
หล่อหลอมเราอยา่งไร ใครมีอ านาจ ความเหลื่อมล ้าและอ านาจกระจุกตัวอย่างไร ความเข้าใจในเรื่องเหล่านี้คือสิ่งที่ AI ไม่มี แต่
เป็นสิ่งที่ขาดไม่ได้ในการก ากับทิศทางของการพัฒนาและการใช้ AI ให้เป็นประโยชน์ต่อมนุษยชาตมิากท่ีสุด 

วันน้ีดิฉันอยากเสนอว่า ยิ่ง AI มีบทบาทมากข้ึนเท่าใดในสังคม วิชาและวิธีมองโลกแบบสังคมวิทยาและมานุษยวิทยาจะยิ่ง
จ าเป็นมากขึ้นเท่าน้ัน และอยากชวนทุกท่านมาส ารวจร่วมกันว่า เหตุใดสังคมวิทยาและมานุษยวิทยาจึงมีความส าคัญมากข้ึน 
ในยุค AI ไม่ใช่น้อยลง โดยแบ่งเปน็ 6 ประเด็นหลัก ได้แก ่

1. AI กับอคติทางสังคม  

2. AI กับความหลากหลายทางวัฒนธรรม 

3. AI กับแรงงานและความเหลื่อมล ้า 

4. AI กับการผูกขาดเทคโนโลยีและความรู ้
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5. AI กับอัตลักษณ์และความเป็นมนษุย์ 

6. AI กับอนาคตของการศึกษา 

AI กบัอคติทางสงัคม 

เวลาที่เราพูดถึง AI หลายคนวาดภาพเทคโนโลยีที่เป็นกลาง ปราศจากอารมณ์ ตัดสินด้วยข้อมลูและตรรกะล้วน แต่ความจริง
ซับซ้อนกว่าภาพนี้มาก เพราะ AI ไม่ได้เกิดขึ้นในสุญญากาศ มันถูกสร้างโดยมนุษย์ ฝึกด้วยข้อมูลที่มนษุย์สร้าง และท างาน
ภายในบริบททางสังคมที่มนุษย์ก าหนด 

สังคมวิทยาบอกเราว่า สังคมมนุษย์เต็มไปด้วยความไม่เท่าเทียมทางอ านาจ ความไมเ่ป็นธรรม และอคติที่สืบทอดมาอยา่ง
ยาวนาน ข้อมูลจากสังคมมนุษย์ทีใ่ช้ฝึก AI จึงไม่ใช่ข้อมูลที่ “เป็นกลาง” แต่เป็นข้อมูลที่สะท้อนโครงสร้างเหล่านี้  

วันน้ีเราพบเห็นอคติทางสังคมที่ AI ผลิตซ ้ามากมายหลายกรณี ยกตวัอย่างเช่น ระหว่างปี 2014 ถึง 2018 Amazon บริษัท
เทคยักษ์ใหญ่ ได้พัฒนาเครื่องมือคดักรองประวัติที่ใช้สมัครงานหรือ เรซูเม่ (resume) ที่ใช้ AI โดย Amazon ฝึกสอน AI ตัวนี้
ด้วยข้อมูลคณุสมบัติของผูส้มัครที่เคยถูกรับเข้าท างานในอดีต เพื่อใหร้ะบุและจัดอันดับผูส้มัครที่มีคณุสมบัติเหมาะสมได้ดี
ยิ่งข้ึน อย่างไรก็ตาม วิศวกรของ Amazon พบว่าเครื่องมือดังกล่าวลดคะแนนเรซเูม่ของผูส้มัครเพศหญิงอย่างเป็นระบบ แม้วา่
จะไมม่ีการระบุเพศของผูส้มัครโดยตรง แต่เครื่องมือ AI ใช้ “ตัวบ่งช้ีทางอ้อม” เช่น “หัวหน้าชมรมหมากรุกสตรี” เป็นค่าแทน 
(proxy) เพื่อระบุว่าผู้สมัครคนใดเป็นเพศหญิง แล้วคัดพวกเธอออกอย่างมีประสิทธิภาพ1 

เรื่องนี้เกิดขึ้นได้อย่างไร? งานวิจัยหลายชิ้น2แสดงให้เห็นว่า AI มีปญัหาอคติเชิงอัลกอริทึม (algorithmic bias) โดยการผลติซ ้า
และขยายอคติของมนุษย์ให้รุนแรงยิ่งข้ึน AI สรรหาบุคลากรของ Amazon เลือกปฏิบตัิต่อผู้สมคัรบนพ้ืนฐานของเพศ 
เนื่องจากข้อมูลที่ใช้ฝึกสอนระบบก าหนดนิยาม “พนักงานในอุดมคติ” จากข้อมูลในอดีตที่มีอคติเป็นทุนเดิมอยู่แล้ว ซึ่ง
ประกอบด้วยเรซเูม่ที่ส่วนใหญ่ส่งมาจากผูส้มัครเพศชาย AI จึง “เรียนรู้” ว่าผู้ชายเป็นตัวเลือกที่ “ดีกว่า”  

ด้วยเหตุนี้ ข้อมลูฝึกสอนที่องค์กรต่าง ๆ น ามาใช้ในเครื่องมือ HR ที่ขับเคลื่อนด้วย AI จึงมีความเสี่ยงที่จะสะท้อนอคติทาง
สังคมที่สั่งสมมาจากอดีตหรือปัจจบุัน แทนท่ีจะมุ่งเน้นทักษะและคณุสมบัติของผูส้มัครแต่ละราย กลา่วอีกนัยหนึ่งคือ ถ้าหาก
ข้อมูลที่ป้อนเข้ามีอคติ ผลลัพธ์ที่ได้ก็มีแนวโน้มจะมีอคติเช่นกัน เมื่อพิจารณาว่าอคติของมนุษย์เป็นปญัหาเรื้อรังในกระบวนการ
สรรหาและคัดเลือกบุคลากรมาโดยตลอด ผู้ว่าจ้างจึงจ าเป็นจะต้องเข้าใจความเสีย่งของอคติเชิงอัลกอริทึม ถ้าอยากใหส้ถานท่ี
ท างานมีความเป็นธรรมและเท่าเทียม 

อีกตัวอย่างหนึ่งที่ส่งผลในโลกจริงก็คือ ระบบยุติธรรมในสหรัฐอเมรกิาหลายมลรัฐปัจจุบันใช้ AI ในการประเมินความเสีย่งว่า
ผู้ต้องหาจะกระท าผิดซ ้าหรือไม่ และใช้ข้อสรุปจาก AI ประกอบการตัดสินโทษผู้ต้องหา งานวิจัยหลายช้ิน3พบว่าระบบนีม้ี

 
1 Larsson, S., White, J. M., & Ingram Bogusz, C. (2024). The artificial recruiter: Risks of discrimination in employers' use of AI and automated decision‐
making. Social Inclusion, 12, Article 7471. https://doi.org/10.17645/si.7471  
2 อาทิ Kelan, E. K. (2024). Algorithmic inclusion: Shaping the predictive algorithms of artificial intelligence in hiring. Human Resource Management 
Journal, 34(3), 694–707. https://doi.org/10.1111/1748-8583.12511 
3 อาทิ Brannon, K. (2024, January 23). AI sentencing cut jail time for low-risk offenders, but study finds racial bias persisted. Tulane University News. 
https://news.tulane.edu/pr/ai-sentencing-cut-jail-time-low-risk-offenders-study-finds-racial-bias-persisted 

https://doi.org/10.17645/si.7471
https://doi.org/10.1111/1748-8583.12511
https://news.tulane.edu/pr/ai-sentencing-cut-jail-time-low-risk-offenders-study-finds-racial-bias-persisted
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แนวโน้มที่จะให้คะแนนความเสี่ยงส าหรับคนผิวด ามากกว่าคนผิวขาว เพราะข้อมูลในอดตีบ่งช้ีว่าคนผวิด าถูกจับกุมและถูกศาล
ตัดสินลงโทษในสัดส่วนท่ีสูงกว่า ซึง่นั่นก็เป็นผลมาจากการเหยียดผิวเชิงระบบท่ีสั่งสมมายาวนานในสังคมอเมริกัน  

อีมิล เดอรไ์คม์ (Émile Durkheim) นักสังคมวิทยาชาวฝรั่งเศส ผูไ้ด้รับการยกย่องเป็น “บิดาแห่งสังคมวิทยาสมยัใหม่” สอน
เราเรื่องความส าคัญของ “ข้อเท็จจริงทางสังคม” (social facts) เช่น กฎเกณฑ์ บรรทัดฐาน และความเช่ือร่วมกัน ซึ่งมีอิทธิพล
เหนือปัจเจกบุคคล ก ากับพฤติกรรมของเราโดยที่เราอาจไมรู่้ตัว ในแง่นี้ อคติที่ฝังอยู่ใน AI จึงเป็น “ข้อเท็จจริงทางสังคม” 
รูปแบบหนึ่ง เพราะมันเป็นผลผลติของโครงสร้างทางสังคมที่ใหญ่กวา่ทีมโปรแกรมเมอร์ที่สร้าง AI ขึ้นมา 

อีกกรณีที่ดิฉันสนใจเป็นพิเศษ เพราะระบบการเงินไทยก็ก าลังประยกุต์ใช้ AI ในการท างานมากขึ้นเรื่อยๆ คือ อคติทางสังคม
จากอดีตที่ถูกผลิตซ ้าโดย AI ในการประเมินความเสีย่งของผู้ขอสินเช่ือ ยกตัวอย่างเช่น ในปี 2022 ผลการสอบสวนพบว่า AI ที่
ธนาคาร เวลส์ ฟาร์โก (Wells Fargo) ใช้ ให้คะแนนความเสี่ยงกับผูข้อสินเช่ือผิวด าและละตโินสูงกว่าผู้ขอสินเช่ือผิวขาว 
ผลลัพธ์ก็คือผู้ขอสินเชื่อผิวด าและละตโินถูกปฏิเสธสินเชื่อมากกว่าผูข้อสินเช่ือผิวขาวมาก แม้ว่าพวกเขาจะมีคณุสมบัติคู่ควรกับ
การไดส้ินเช่ือทัดเทียมกับผู้ขอผิวขาว4 

นอกจากการเหยยีดผิวในอดีตจะเป็นอคติทางสังคมที่ AI สืบทอดไดแ้ล้ว อคติจากความเป็นตัวแทน (representation bias) ก็
เป็นเรื่องส าคญัในการใช้ AI ประกอบการกลั่นกรองสินเชื่อเช่นกัน อคติข้อนี้เกิดขึ้นเมื่อข้อมลูจากอดตีที่ใช้ฝึก AI ไม่สามารถ
สะท้อนความหลากหลายของประชากร ส่งผลให้ชุมชนบางแห่งอาจถูก AI มองข้ามไป ส านักงานคุ้มครองผู้บริโภคทางการเงิน
สหรัฐ (Consumer Financial Protection Bureau: CFPB) เคยออกรายงานว่า คนท่ัวประเทศกว่า 26 ล้านคนไม่มีประวัติ
การเงินใดๆ กับบริษัทประเมินความสามารถในการช าระหนี้ (เครดติสกอร์) ช้ันน า และทั้งประเทศมคีนมากถึง 45 ล้านคน 
(13% ของประชากรทั้งประเทศ) ที่สุ่มเสี่ยงว่าจะถูกปฏเิสธสินเช่ือเพราะไม่มีประวัติเครดติที่หนาพอส าหรับการท าเครดติ
สกอร์5 ข้อมูลนี้แปลว่า ผูม้ีรายได้นอ้ยหรือผู้ประกอบอาชีพอิสระทีไ่มเ่คยเข้าถึงการเงินในระบบอาจถูก AI ตัดสินว่ามีความ
เสี่ยงสูงเกินกว่าท่ีสถาบันการเงินจะปล่อยสินเช่ือให้ ท้ังที่ในความเป็นจริงพวกเขาอาจเป็นคนท่ีมีความสามารถในการช าระหนี ้

นักสังคมวิทยาหลายคนที่ศึกษาเรือ่ง “ทุนทางวัฒนธรรม” (cultural capital) อาทิ ปิแอร์ บูร์ดิเยอ (Pierre Bourdieu) ช้ีว่า
ทุนประเภทน้ีเป็นสิ่งที่เราใช้แบ่งรสนิยมส่วนตัวหรือรสนยิมของกลุ่มเราให้แตกต่างจากคนอ่ืน และการแบ่งนี้ก็แฝงนัยของการ
ให้ค่า เช่น รสนิยมดี-ไมด่ี รสนิยมต ่า-สูง ซึ่งคนท่ีมีทุนทางวัฒนธรรมมากกว่าจะได้เปรียบในสังคม   

AI ท าให้ทุนทางวัฒนธรรมมีมิติใหม่ คนท่ีเข้าถึงเทคโนโลยีนี้ได้ คนท่ีสามารถใช้ AI ได้อย่างช านาญ คนที่พูดหรือมีข้อมูลเป็น
ภาษาที่ AI คุ้นเคยเพราะเป็นภาษาที่ใช้ในการ “ฝึก” คนเหล่านี้จะเป็นคนท่ีได้เปรียบคนอ่ืน ในขณะที่คนท่ีขาดทุนเหล่านี้กจ็ะ
ยิ่งถูกท้ิงห่างออกไป (ดิฉันจะมาพูดเรื่องนี้จากมมุมอง “โครงสร้างอ านาจและความเหลื่อมล ้า” ในส่วนต่อไป)  

มานุษยวิทยาสอนให้เรามองเห็น “มุมมองจากคนใน” (emic perspective) นั่นคือ การท าความเข้าใจโลกผ่านมุมมองของคน
ในวัฒนธรรมนั้นๆ เอง ไม่ใช่เอามาตรฐานของวัฒนธรรมหนึ่งไปตดัสนิอีกวัฒนธรรม ในเมื่อ AI ยอดนิยมส่วนใหญ่ถูกพัฒนาใน
โดยวิศวกรซิลิคอนวลัเลย์ ประเทศสหรัฐอเมริกา มันก็อาจสะท้อนแตมุ่มมองของคนกลุ่มนั้น อาจไม่ให้ความส าคญักับวิธีคิด
และวิถีชีวิตของคนในวัฒนธรรมอืน่ก็เป็นได ้

 
4 Munsterman, K. (2025, Spring). When algorithms judge your credit: Understanding AI bias in lending decisions. Accessible Law, 17. 
https://www.accessiblelaw.untdallas.edu/post/when-algorithms-judge-your-credit-understanding-ai-bias-in-lending-decisions 
5 Consumer Financial Protection Bureau. (2016, December). Who are the credit invisibles? How to help people with limited credit histories. 
https://files.consumerfinance.gov/f/documents/201612_cfpb_credit_invisible_policy_report.pdf  

https://www.accessiblelaw.untdallas.edu/post/when-algorithms-judge-your-credit-understanding-ai-bias-in-lending-decisions
https://files.consumerfinance.gov/f/documents/201612_cfpb_credit_invisible_policy_report.pdf
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ดิฉันหวังว่า ตัวอย่างทั้งหมดนี้จะมากพอท่ีจะชี้ให้เห็นถึงความส าคญัของมุมมองและวิธีวิทยาของสังคมวิทยาและมานุษยวิทยา 
ในฐานะเครื่องมือท่ีขาดไม่ได้ในการตรวจสอบ วิพากษ์วิจารณ์ และแก้ไขอคติทางสังคมทีฝ่ังอยู่ใน AI ซึ่งก็ต้องเริ่มจากการ
เรียกร้องความโปร่งใสมากขึ้นในกระบวนการพัฒนา AI กระบวนการฝึก AI และกระบวนการท างานของ AI  

หากเราลดทอนความส าคญัของสังคมวิทยาและมานุษยวิทยา เราก็จะเป็นเพียงผู้ใช้หรือผู้สร้างเทคโนโลยีที่ผลิตซ ้าอคติและ
ความอยุติธรรมในอดีตใหด้ ารงอยูต่่อไป เพียงแต่ถูกอ าพรางในรูปแบบใหม่ที่ดูเหมือนจะเป็นกลางและเป็นวิทยาศาสตร์ 

AI กบัความหลากหลายทางวฒันธรรม 

มานุษยวิทยาเป็นศาสตร์ที่ศึกษาความหลากหลายทางวัฒนธรรมของมนุษย์ องค์ความรู้และวิธีวิทยาของมานุษยวิทยามี
ความส าคญัอย่างยิ่งยวดในยุคสมยัแห่ง AI ด้วยเหตผุลง่ายๆ ว่า AI ก าลังถูกใช้โดยคนจากท่ัวทุกมุมโลก แต่ AI ยอดนิยมถูก
ออกแบบโดยคนกลุม่เล็กๆ ในประเทศมหาอ านาจไม่กี่ประเทศ  

คลิฟฟอร์ด เกียร์ซ (Clifford Geertz) นักมานุษยวิทยาผูย้ิ่งใหญ่ นิยามวัฒนธรรมว่าเป็น “ใยแมงมุมแห่งความหมาย” (webs 
of significance) ที่มนุษยส์ร้างขึน้และตดิอยู่ข้างใน การกระท าทุกอย่างของมนุษย์ล้วนมีความหมายที่ต้องตีความภายใน
บริบททางวัฒนธรรม ยกตัวอยา่งเช่น การยิ้มในวัฒนธรรมไทยอาจไม่ได้หมายถึงความสุขเสมอไป อาจหมายถึงความเขินอาย 
ความสุภาพ หรือแม้แตค่วามไม่สบายใจ ค าถามคือ AI ที่วิเคราะห์อารมณ์จากสหีน้าจะเข้าใจความแตกต่างเหล่านีไ้ด้อย่างไร 
หากไม่มีองค์ความรู้หรือใช้วิธีวิทยาของมานุษยวิทยา 

มีตัวอย่างอ่ืนๆ อีกมากมาย ลองนึกถึงระบบ AI ที่ถูกออกแบบมาดูแลสุขภาพจิตผา่นออนไลน์ การแสดงและพูดถึงอารมณ์
ความรูส้ึกอย่างเปิดเผยอาจเป็นเรือ่งปกติในวัฒนธรรมตะวันตก แต่ในวัฒนธรรมแถบเอเชียรวมทั้งไทย การท าแบบนี้อาจถูก
มองว่าไม่เหมาะสม ไม่ส ารวม คนไทยหลายคนอาจเลีย่งไปใช้ค ากว้างๆ เช่น “รู้สึกไมส่บายใจ” เมื่อพูดถึงปัญหาด้านสุขภาพจิต 
AI ที่ไม่เข้าใจความแตกต่างทางวฒันธรรมเหล่านี้อาจวินิจฉยัผดิพลาด และให้ค าแนะน าที่ไม่ตรงกับความต้องการของผู้ใช้งาน 

ความหลากหลายทางภาษาก็เป็นประเด็นส าคญั ทั่วโลกมีภาษามากกว่า 7,000 ภาษา แต่ AI ส่วนใหญ่ใช้การไดด้ีในภาษาไม่กี่
ภาษาเท่านั้น โดยเฉพาะภาษาอังกฤษ ภาษาชนกลุ่มน้อย ภาษาท้องถิ่น และภาษาพ้ืนเมืองถูกละเลยแทบทั้งหมด ในประเทศ
ไทยก็เช่นเดียวกัน เรามภีาษาพื้นเมือง 51 ภาษา6 AI ที่เข้าใจเฉพาะ “ภาษาไทยกลาง” จะไมส่ามารถให้บริการที่ครอบคลมุกับ
คนไทยทุกกลุ่มได้ นักมานุษยวิทยาภาษาศาสตรส์ามารถช่วยประเดน็นี้ได้อย่างมาก  

ยกตัวอย่างเช่น ในหนังสือสนุกเรื่อง Empire of AI โดย แคเรน หาว (Karen Hao) ว่าด้วยประวัติศาสตร์และการต่อสู้เรื่องวถีิ
การพัฒนา AI ภายในบริษัท OpenAI ผู้เขียนยกตัวอย่างโครงการพฒันา AI ของ Te Hiku Media ในประเทศนิวซีแลนด์ เป็น
ตัวอย่างวิถีการพัฒนา AI ที่ให้คุณค่ากับชุมชน ตอบโจทย์ของท้องถิ่น และด าเนินการตามหลักการใหค้วามยินยอม (consent) 
ของเจ้าของข้อมูลอย่างโปร่งใส โครงการนี้ฝึก AI เพื่ออนุรักษภ์าษาของชนเผ่าเมารีที่ใกล้สญูพันธ์ุเอาไว ้โดยใหผู้เ้ข้าร่วมทุกคน
ต้องให้ความยินยอมและมสี่วนร่วมกับการพัฒนา เขียนสัญญาอนุญาตการใช้ข้อมูล (data license) วา่องค์กรที่จะไดส้ิทธิ

 
6 Ethnologue. (n.d.). Thailand. SIL International. เข้าถึง 16 กุมภาพันธ์ 2026 จาก https://www.ethnologue.com/country/TH/ 

https://www.ethnologue.com/country/TH/
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เข้าถึงข้อมูลนี้จะต้องเคารพคณุค่าของชนเผ่าเมารี เคารพในขอบเขตความยินยอม และส่งต่อประโยชน์ใดๆ ก็ตามที่จะเกิดจาก
การใช้ข้อมูล กลับไปให้กับชนเผ่าเมารี7 

ขณะทีม่านุษยวิทยาสามารถมีบทบาทในการช่วยให้ AI มองเห็นและซึมซับความหลากหลายทางวัฒนธรรม รวมถึงช่วยในการ
พัฒนา AI ที่ตอบโจทย์ชุมชนโดยเฉพาะแล้ว สังคมวิทยาก็มอบแว่นอันทรงพลังให้เราวิเคราะห์ว่า ใครมีอ านาจในการก าหนดว่า 
AI จะเข้าใจวัฒนธรรมใด ใช้ภาษาใด และรับชุดคุณค่าใดมาใช้ในการท างาน  

วันน้ีนอกจากอ านาจในรูปแบบต่างๆ ที่ มักซ์ เวเบอร์ (Max Weber) พูดถึง ท้ังอ านาจจากบารมีส่วนบุคคล อ านาจตาม
ประเพณี และอ านาจตามต าแหน่งทางการแล้ว ยังมีอ านาจรปูแบบใหม่เกิดขึ้นในยุค AI นั่นคือ “อ านาจในการออกแบบ
อัลกอริทึม” ซึ่งผู้ออกแบบ AI เป็นผู้มีอ านาจในการก าหนดว่าโลกจะถูกจ าแนกอย่างไร ตดัสินอย่างไร และจะใหคุ้ณค่ากับ
อะไรบ้าง  

ด้วยเหตผุลทั้งหมดที่กล่าวไปแล้ว การใช้ความรู้และ “แว่น” ของมานุษยวิทยาและสังคมวิทยาเข้าไปรว่มในการออกแบบและ
ตรวจสอบ AI จึงเป็นสิ่งที่จ าเป็น เพราะเราต้องการ AI ที่มีความ “ฉลาดทางวัฒนธรรม” ไม่ใช่แค่ “ฉลาดทางเทคนิค” เท่าน้ัน 

AI กบัแรงงานและความเหลือ่มล ้า 

เมื่อพูดถึง “AI กับอ านาจ” ก็หลีกเลี่ยงไม่พ้นท่ีจะพูดเรื่องความเหลือ่มล ้า เพราะยิ่งอ านาจกระจุกตัวเท่าไร ความเหลื่อมล ้ายิ่ง
รุนแรงเท่านั้น และผลพวงด้านความเหลื่อมล ้าจาก AI ที่ชัดเจนท่ีสดุเรื่องหนึ่งก็คือ ความเหลื่อมล ้าที่เกดิจากการทดแทน
ต าแหน่งงานจ านวนมากด้วย AI โดยเฉพาะงานแรกเข้า (entry-level jobs) ซึ่งเคยท าหน้าทีเ่ป็น “บันไดเลื่อนชนช้ันทาง
สังคม” งานวิจัยจากหลายสถาบันช้ีตรงกันว่า AI จะส่งผลกระทบต่อต าแหน่งงานหลายร้อยลา้นต าแหน่งทั่วโลกภายในหนึ่ง
ทศวรรษข้างหน้า และงานท่ีถูกกระทบไมไ่ด้มีแต่งานโรงงาน หรืองานคอปกน ้าเงินอีกต่อไป แต่รวมถึงงานสร้างสรรค์ งาน
บริการ และงานวิชาชีพอย่างกฎหมายและการเงินด้วย 

เวทีประชุมเศรษฐกิจโลก (World Economic Forum) คาดการณ์ว่าจะมีงานใหม่เกดิขึ้น 170 ต าแหน่งในทศวรรษน้ี แต่การ
เติบโตของเครื่องมือ AI มีแนวโน้มที่จะทดแทนงานเกือบทั้งหมดนั้นได้ โดยเฉพาะงานคอปกขาวข้ันต้น ส านักข่าวบลูมเบิร์กพบ
จากการส ารวจว่า AI สามารถทดแทน 53% ของภารกิจนักวิเคราะหต์ลาด และ 67% ของภารกิจตัวแทนจ าหน่าย8 ผู้บริหาร
บริษัท AI หลายคนออกมาเตือนมากข้ึนเรื่อยๆ เช่น ดาริโอ อาโมได ซีอีโอของ Anthropic เตือนว่า AI อาจทดแทนงานแรกเข้า
ของพนักงานคอปกขาว (มนุษย์เงินเดือน)9 มากถึงร้อยละ 50 ภายในปี 2030 

บรูโน แมนโน (Bruno Manno) ผูเ้ชี่ยวชาญด้านนโยบายการศึกษาประจ าสถาบันนโยบายก้าวหน้า (Progressive Policy 
Institute) ตั้งข้อสังเกตที่น่าสนใจในบทความเมื่อเดือนตุลาคม 202510ว่า “งานแรกเข้า” (entry-level jobs) ในอดีตนั้นรับใช้
วัตถุประสงค์สองข้อ นั่นคือ ท าให้งานส าเร็จลลุ่วง และสอนงานส าหรับพนักงานเข้าใหม่ เมื่องานรูทีนอย่างการนัดหมาย การ

 
7 Hao, K. (2022, April 22). A new vision of artificial intelligence for the people. MIT Technology Review. 
https://www.technologyreview.com/2022/04/22/1050394/artificial-intelligence-for-the-people/ 
8 Leopold, T. (2025, April 30). How AI is reshaping the career ladder, and other trends in jobs and skills on Labour Day. World Economic Forum. 
https://www.weforum.org/stories/2025/04/ai-jobs-international-workers-day/ 
9 'White-collar bloodbath': Anthropic warns of AI job losses. (2025, June). AI Magazine. https://aimagazine.com/articles/white-collar-bloodbath-
anthropic-warns-of-ai-job-losses 
10 Manno, B. V. (2025). A new AI career ladder. Stanford Social Innovation Review. https://doi.org/10.48558/68HP-1740 

https://www.technologyreview.com/2022/04/22/1050394/artificial-intelligence-for-the-people/
https://www.weforum.org/stories/2025/04/ai-jobs-international-workers-day/
https://aimagazine.com/articles/white-collar-bloodbath-anthropic-warns-of-ai-job-losses
https://aimagazine.com/articles/white-collar-bloodbath-anthropic-warns-of-ai-job-losses
https://doi.org/10.48558/68HP-1740
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วิเคราะห์พื้นฐาน และการสื่อสารภายใน ถูก AI เข้ามาทดแทนมากขึ้น บทบาทของคนกถ็ูกขยับฐานไปเริ่มที่งานซับซ้อนกว่านี้ 
อย่างไรก็ตาม เมื่อฐานใหมต่้องอาศัยความช ่าชองกับกระบวนการท างาน บรรทัดฐาน และเครื่องมือในการท างานซึ่งครั้งหนึ่ง
เคย “ท าไปเรียนรูไ้ป” ได้ พนักงานใหม่จ านวนมากท่ีขาดความช ่าชองเหล่านี้จึงถูกกีดกันออกจากระบบ 

ปรากฎการณ์นี้ก่อให้เกดิ “ช่องว่างประสบการณ์” ซึ่งอาจเป็นวงจรอุบาทว์ กล่าวคือ คุณต้องมีประสบการณ์จึงจะหางานได้ 
แต่คุณกต็้องมีงานท าเพื่อสั่งสมประสบการณ์ที่จ าเป็น การศึกษาในรัว้โรงเรียนและมหาวิทยาลัยแทบไม่เคยตามทันการ
เปลี่ยนแปลงของเทคโนโลยีในท่ีท างาน ยิ่งไปกว่าน้ัน นายจ้างจ านวนมากก็ตัดสินใจหั่นโครงการฝึกอบรมในองค์กร ใช้ AI คัด
สรรคนที่ “น่าจะมสี่วนร่วมกับองค์กรได้แน่ๆ ” อย่างเย็นชา เท่ากับว่าบันไดขั้นแรกๆ ของบันไดเลื่อนชนช้ันทางสังคมวันนี้ถูก 
AI ถีบให้ห่างเกินเอ้ือมออกไปอีกส าหรับผูด้้อยโอกาส 

นอกจากน้ี แมนโนยังตั้งข้อสังเกตว่า AI ก าลังเปลี่ยนความคิดและคณุค่าของ “ความเชี่ยวชาญ” (expertise) ใหม่หมด สิ่งที่หา
ยากในอดีตคือ ความรูค้งที่ (static knowledge) ซึ่งวันนี้หาง่ายเพียงปลายนิ้วในยุค AI สิ่งที่หายากกลายเป็น ศักยภาพเชิง
พลวัต (dynamic capability) นั่นคือ ความสามารถในการแก้ปญัหาด้วยเครื่องมือต่างๆ ยืนยันผลลพัธ์ และประยุกต์ให้เข้ากับ
บริบท บริษัทนายจ้างทยอยเปลี่ยนมาให้คุณค่ากบัปัจเจกบุคคลที่สามารถ “ท างานร่วมกับ AI” ได้ คนทีส่ามารถนิยามปญัหา 
จัดการกับข้อมลูและแบบจ าลอง ยืนยันความน่าเชื่อถือ และสื่อสารผลลัพธ์ให้คนอื่นๆ เข้าใจ  

ศักยภาพที่ว่านี้ต้องอาศัยส่วนผสมระหว่างทักษะการคดิเชิงวิเคราะห ์ทักษะสังคม และทักษะการปรับตัว ซึ่งทักษะทั้งหมดนี้
ยากที่จะฝึกให้เชี่ยวชาญได้ในรั้วสถานศึกษาอย่างเดียว ค าถามเปลีย่นจาก “คุณมีวุฒิการศึกษาอะไร” เป็น “คุณท างานอะไร
ได้บ้างอย่างน่าเชื่อถือ และคณุแสดงให้ดูไดห้รือไม่” ในโลกนี้บทพิสจูน์ส าคัญกว่าใบปริญญา  

การเปลีย่นแปลงท่ีว่านี้อาจเป็นผลดีก็ได้ ถ้าหาก AI ช่วยท าใหค้นจ านวนมากสร้าง “ศักยภาพเชิงพลวตั” ได้มากข้ึน แทนท่ีจะ
ทดแทน “งานแรกเข้า” อย่างเดียว แต่คนบางกลุ่มอาจไม่พร้อมที่จะ “ท างานกับ AI” ตั้งแต่ต้น 

คาร์ล มาร์กซ์ (Karl Marx) นักเศรษฐศาสตร์และนักปรัชญาผู้ทรงอิทธิพล เคยวิเคราะห์อยา่งโด่งดังว่า เทคโนโลยีในระบบ
เศรษฐกิจแบบทุนนิยมมักถูกใช้เป็นเครื่องมือในการสร้างก าไรให้กับเจ้าของปัจจัยการผลิต มิใช่เพื่อปลดปล่อยแรงงานให้เป็น
อิสระ บทวิเคราะห์ของเขายังคงทรงพลังในยุค AI เมื่อบริษัทเทคโนโลยียักษ์ใหญม่ีมลูค่าหลายลา้นล้านบาท ขณะที่แรงงาน
หลายร้อยล้านคนท่ัวโลกเผชิญกับความไมม่ั่นคงทางอาชีพ 

ผลกระทบของ AI ต่อแรงงานไมไ่ด้กระจายตัวอย่างเท่าเทยีมกัน ด้วยเหตผุลที่กล่าวถึงไปแล้ว ผู้หญิง ชนกลุ่มน้อย คนที่มี
การศึกษาต ่ากว่า และคนในประเทศก าลังพัฒนา มักไดร้ับผลกระทบมากกว่า และคนทีส่ังกัดหลายกลุ่มในคราวเดียว เช่น 
ผู้หญิงท่ีเป็นสมาชิกกลุม่ชาติพันธุ์ มีระดบัการศึกษาต ่า และอาศัยอยูใ่นชนบท อาจได้รับผลกระทบมากข้ึนเป็นทวีคูณ 

ในหลายสังคมรวมทั้งไทย “งาน” ไม่ใช่เรื่องของการหารายได้เพียงอย่างเดียว แต่ยังเป็นเรื่องของอัตลกัษณ์ ศักดิ์ศรี และ
บทบาทในชุมชน เมื่อ AI ส่งผลใหค้นสูญเสียงาน สิ่งท่ีเกดิขึ้นไม่ใช่แค่การสญูเสียรายได้ แต่อาจหมายรวมถึงการสญูเสีย
ความหมายในชีวิต เดวิด เกรเบอร ์(David Graeber) นักมานุษยวิทยาชาวอเมริกันผู้ล่วงลับ ผู้เขียนหนังสือช้ินเอก “Bullshit 
Jobs” หรือ “งานขยะ” (รอฉบับแปลไทยได้จากส านักพิมพ์ Salt ไม่นานเกินรอ :)) ช้ีให้เราเห็นว่า แม้แต่ก่อนการมาถึงของยุค 
AI คนจ านวนมากก็รูส้ึกว่างานของตัวเองไร้ความหมายอยู่แล้ว ยุคสมยัของ AI อาจท าให้ปัญหานี้เลวร้ายลงกว่าเดมิ หรือมอบ
โอกาสให้เราทบทวนความหมายของ “งาน” ใหม่ท้ังหมดก็เป็นได้  
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ประเด็นน่าสนใจประเด็นหนึ่งที่มานุษยวิทยาช่วยได้ก็คือ การประยุกต์ใช้ AI ส าหรับ “งาน” ที่องค์ความรู้บางส่วนไมไ่ด้อยู่ใน
ฐานข้อมูลของ AI ยกตัวอย่างเช่น เราจะดึงเอาภมูิปัญญาท้องถิ่นทีอ่ยู่ในตัวปราชญ์ชาวบ้าน สมาชิกในชุมชน หรือเป็นความ
ทรงจ าร่วมของชุมชน แต่มักไมไ่ดอ้ยู่ในข้อมูลออนไลน์ท่ีใช้ฝึก AI (และดังนั้นจึงอยู่นอกขอบเขตการเรยีนรู้และฐานข้อมูลของ 
AI) มาผนึกก าลังและต่อยอดด้วย AI ได้อย่างไรในทางทีส่ร้างประโยชน์สูงสุด ลองนึกภาพเกษตรกรรายย่อยในบ้านท่ีอยากเอา 
AI มาช่วยท าการเกษตร ระบบ AI อาจบอกได้ว่าดินตรงนี้ควรปลูกอะไร ใช้น ้าเท่าไหร่ ใส่ปุย๋อะไรตอนไหนบ้าง แต่เกษตรกรมี
ภูมิปัญญาท้องถิ่นที่สั่งสมมาหลายช่ัวอายุคนเรื่องความสมัพันธ์ระหวา่งพชืและสัตว์ เมล็ดพันธุ์ท้องถิ่น และความยั่งยืนของ
ระบบนิเวศ ความรู้เหล่านีม้ีคุณคา่แม้อาจไมไ่ด้อยู่ในฐานข้อมลูของ AI  

เมื่อมองในแง่นี ้มานุษยวิทยาน่าจะมีบทบาทส าคญัในการเชื่อมความรู้จากโลกของภูมิปญัญาท้องถิ่น กับโลกของฐานข้อมูล AI 
เข้าด้วยกัน 

สุดท้ายแล้ว การตดัสินใจว่า AI ควรถูกน าไปใช้อย่างไรในตลาดแรงงานไม่ใช่ค าถามทางเทคนิค ไม่ใช่ค าถามทางวิทยาศาสตร์ 
แต่เป็นค าถามทางสังคม การตอบค าถามนี้แปลว่าเราต้องตอบค าถามอื่นๆ อีกหลายข้อให้ชัดเจนก่อน เช่น เราจะปล่อยให้
ตลาดเสรีก าหนดทุกอย่างในตลาดแรงงานหรือไม่ เราจะมีนโยบายรองรับคนที่สูญเสียงานเพราะ AI หรือไม่ อย่างไร เราควร
กระจายประโยชน์ทางเศรษฐกิจท่ีเกิดจาก AI อย่างไร ค าถามเหล่านีต้้องการค าตอบจากสังคมวิทยา ไม่ใช่แค่วิศวกร
คอมพิวเตอร์ ถ้าเราอยากให้ AI เปน็เครื่องมือท่ีช่วยลดความเหลื่อมล า้ สร้างหรือยกระดับ “งานท่ีมีคุณค่า” ไม่ใช่ท าให้ความ
เหลื่อมล ้าถ่างกว้างกว่าเดิม หรือเพิ่มจ านวน “งานขยะ” ให้กับสังคมมนุษย์ อย่างเช่นการใช้งานมนุษย์เยี่ยงทาสเพื่อ “ฝึก” AI 
ซึ่งเรื่องนี้จะพูดถึงในหัวข้อถัดไป  

AI กบัการผกูขาดเทคโนโลยีและความรู ้

ท่านผู้มีเกียรติที่เคารพ  

นับจากยุครุ่งอรณุของอินเทอร์เนต็ราว 30 ปีท่ีแล้ว เราเคยมองโลกใหม่ในแง่ดีว่า พื้นที่ออนไลน์จะช่วยเสริมสร้างความเป็น
ประชาธิปไตย เปิดพื้นท่ีให้กับความคิดเห็นที่แตกต่างหลากหลาย และผูค้นจะมคีวามอดทนอดกลั้น (tolerance) ต่อความเห็น
ที่แตกต่างมากขึ้น แต่มาถึงวันน้ี เราประจักษ์ชัดแล้วถึง “ด้านมืด” ของอินเทอร์เน็ต 2.0 ยุคแห่งปฏิสมัพันธ์ออนไลน์ ในยุคนี้
เนื้อหาต่างๆ ท่ีเราสร้างและเสพออนไลน์ ล้วนถูกคดักรองและคัดสรรผ่านอลักอริทึมของบริษัทยักษ์ใหญ่อย่าง กูเกิล เมตา (เฟ
ซบุ๊ก) อินสตาแกรม ติ๊กต่อก ฯลฯ  

งานวิจัยมากมายชี้ว่า อัลกอริทมึของโซเชียลแพลต็ฟอร์มทั้งหลายถกูออกแบบมากระตุ้นการมสี่วนร่วมจากผู้ใช้ 
(engagement) สูงสุด เพื่อสร้างก าไรสูงสุดให้กับบริษัทเจ้าของแพลต็ฟอร์ม11 ดังนั้นมันจึงเน้นน าเสนอเนื้อหาอะไรกต็ามที่
ดึงดูดการมีส่วนร่วม ซึ่งก็มักจะเปน็เนื้อหาสุดขั้วที่ปลุกเร้าความรูส้ึกอย่างใดอย่างหนึ่งที่ดึงดูดให้คนแสดงความคิดเห็น กดไลก์
และกดแชร์ เราได้เห็นตัวอย่างมากมายในเดือนสิงหาคมปีท่ีแล้ว (2025) ช่วงที่ไทยเกิดข้อพิพาทเรื่องชายแดนกับกัมพูชาที่ท า
ให้ทหารและพลเรือนนับพันต้องลม้ตายและบาดเจ็บ คนหลายแสนทั้งสองชาติต้องอพยพหนีภัย โลกออนไลน์ของทั้งสอง
ประเทศเต็มไปด้วยเนื้อหาท่ีกระพอืความเกลียดชนชาติศัตรู ซึ่งก็มีทั้งเรื่องจริงและเรื่องแต่งมากมายปนกัน และเราก็ไดเ้ห็นพ
ลานุภาพและอันตรายของภาพและคลิปวีดโีอที่ AI สร้างได้อย่างสมจริง  

 
11 Thorburn, L., Bengani, P., & Stray, J. (2022, November). How platform recommenders work. Understanding Recommenders. Medium. 
https://medium.com/understanding-recommenders/how-platform-recommenders-work-15e260d9a15a 

https://medium.com/understanding-recommenders/how-platform-recommenders-work-15e260d9a15a
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ในเมื่อเนื้อหาที่มีแนวโน้มสุดโต่งมกัสร้างการมีส่วนร่วม (engagement) ได้มากกว่าเนื้อหาธรรมดา และถ้าเราไม่ต้องเน้นความ
จริง ก็ไม่ยากท่ีจะใครสร้างเนื้อหาสุดโต่งท่ีเป็นข่าวลวง ข่าวหลอก หรือเรื่องแต่งโดย AI อัลกอริทึมจึงกระจายเนื้อหาแบบนี้ให้
คนเห็นมากกว่า ซ ้าเติมปญัหา “หอ้งเสียงสะท้อน” และ “ฟองสบู่ตวักรอง” ที่คนได้เห็นแตเ่นื้อหาท่ีตรงกับความเช่ือเดมิของ
ตัวเอง ผลลัพธ์ก็คืออัลกอริทึมช่วยให้ข่าวลวงข่าวเท็จแพร่หลายอย่างรวดเร็ว ปดิกั้นไม่ใหค้นมองเห็นข้อมูลและมุมมองที่
แตกต่างหลากหลาย สุดท้ายท าใหค้นโกรธแค้นมากขึ้นและตอกลิ่มความขัดแย้งแบ่งขั้วทางการเมืองใหร้้าวลึกลงกว่าเดิม12 

ในความเป็นจริง อัลกอริทมึและ AI ไม่จ าเป็นต้องถูกออกแบบในทางที่สร้างผลลัพธ์เพิ่มความแตกแยกในสังคม เราสามารถ
ออกแบบอัลกอริทึมท่ีสรา้งผลลัพธ์อื่น ยกตัวอย่างเช่น Bridge-Based Ranking13 ซึ่งจงใจสร้าง “สะพาน” เช่ือมมุมมองที่
หลากหลาย แทนท่ีจะเน้นเนื้อหาที่สร้าง engagement สูงและเนื้อหาแบ่งขั้ว แต่โชคร้ายที่วันน้ีโซเชียลแพล็ตฟอรม์ยอดนยิม
ในโลกนี้ท้ังหมดอยู่ในมือของบริษทัเทคโนโลยียักษ์ใหญ่ซึ่งมุ่งแสวงก าไรสูงสุด พวกเขาไม่มีแรงจูงใจใดๆ ทั้งสิ้นที่จะเปลี่ยน
อัลกอริทึมให้เป็นมติรต่อสังคมมากข้ึน  

นี่คือข้อสรุปของ ยานิส วารูฟาคสิ นักเศรษฐศาสตร์และอดตีรัฐมนตรีคลังของประเทศกรีซ นักวิพากษร์ะบบทุนนิยมสมัยใหม่
ตัวยง วารูฟาคิสเสนอในหนังสือ “ศักดินาเทคโนโลยี” (Technofeudalism ก าลังอยู่ระหว่างการจัดท าภาคภาษาไทย โดย 
ส านักพิมพ์ Salt เช่นกัน) ว่า เราก าลังอยู่ในยุคท่ีบริษัทเทคโนโลยยีักษ์ใหญ่อย่าง กูเกิล เมตา และ แอมะซอน ก าลังท าตัว
เหมือนเจ้าศักดินาสมัยโบราณ พวกเขามีอ านาจเหนือรัฐ มีอิทธิพลตอ่พฤติกรรมและทางเลือกของเราในทางที่เราแทบไมรู่้ตัว 
ด้วยอ านาจมหาศาลเหนือข้อมูลและพื้นท่ีดิจิทลั 

อย่างไรก็ดี พัฒนาการทีร่วดเร็วของ AI ไม่ได้แปลว่าเราจ าเป็นต้องรบัสภาพ ไม่ได้แปลว่าเราเป็นได้แค ่“ผู้ใช้ AI” แต่เรายัง
สามารถสวมหมวก “พลเมืองตื่นตวั” ท่ีตั้งค าถามได้ว่า ต้นทุนของ AI รวมถึง “ผลกระทบภายนอกเชิงลบ” ท่ีเราอาจมองไม่
เห็นนั้นมีอะไรบ้าง วิธีพัฒนา AI มแีบบเดียวจริงหรือ และถา้มีหลายแบบ เราควรเรียกร้องหรือเลือกแบบไหนที่จะเป็น
ประโยชน์ต่อการสร้าง “เศรษฐกิจฐานกว้าง” มากที่สุด เศรษฐกิจท่ีความเจรญิไม่กระจุกตัวอยู่ในมือทนุผูกขาดไม่กี่ราย 

หนังสือท่ีให้ภาพ “ต้นทุน” และ “ทางเลือก” ของการพัฒนา AI อย่างแจ่มชัดเลม่หนึ่งคือ Empire of AI (จักรวรรดิของ AI) ที่
พูดถึงก่อนหน้าน้ี หนังสือเล่มนีเ้ขียนโดย คาเรน หาว นักข่าวหัวเห็ดที่ติดตามบริษัท OpenAI มาตั้งแตแ่รกตั้ง ดิฉันรู้จักเธอครั้ง
แรกจากบทความสนุกช้ินหนึ่งของเธอ14ในปี 2020 ตีพิมพ์ในวารสาร MIT Technology Review นานสองปีก่อนท่ี OpenAI 
จะปล่อย ChatGPT สู่สาธารณะ  

ในบทความช้ินนั้น หาวเล่าเรื่องการเปลีย่นทิศของ OpenAI ที่คนนอกไม่สังเกตเห็น เปลี่ยนวสิัยทัศน์องค์กรจากการเน้น
งานวิจัย AI แบบเปิด มาเป็นการคอ่ยๆ จ ากัดการเข้าถึงชุดข้อมูล ไมเ่ปิดเผยวิธีฝึก (train) โมเดล และการท างานภายในองค์กร
เริ่มถูกปิดลับมากขึ้น หาวเล่าอยา่งน่าคิดว่า สิ่งท่ีดูเหมือนการเปลี่ยนแปลงแบบรูทีนในองค์กร ณ ตอนนั้น ต่อมาจะกลายเป็น
จุดเปลีย่นส าคัญของ AI เปลี่ยนวิธีการแบ่งปันผลการวิจัย การพัฒนาโมเดล และวิวาทะว่าด้วย AI ทั่วโลก ในหนังสือ Empire 
of AI หาวอธิบายอย่างแจ่มชัดว่า วันน้ีคนนอกมองไม่เห็นว่า “อะไร” อยู่ในชุดข้อมูล (datasets) ของ OpenAI อีกต่อไป 

 
12 Milli, S., Carroll, M., Wang, Y., Pandey, S., Zhao, S., & Dragan, A. D. (2025). Engagement, user satisfaction, and the amplification of divisive content 
on social media. PNAS Nexus, 4(3), pgaf062. https://doi.org/10.48550/arXiv.2305.16941 
13 Ovadya, A. (2022, May 17). Bridging-based ranking (Technology and Public Purpose Project). Belfer Center for Science and International Affairs, 
Harvard Kennedy School. https://www.belfercenter.org/publication/bridging-based-ranking 
14 Hao, K. (2020, February 17). The messy, secretive reality behind OpenAI's bid to save the world. MIT Technology Review. 
https://www.technologyreview.com/2020/02/17/844721/ai-openai-moonshot-elon-musk-sam-altman-greg-brockman-messy-secretive-reality/  

https://doi.org/10.48550/arXiv.2305.16941
https://www.belfercenter.org/publication/bridging-based-ranking
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แม้กระทั่งบริษัทเองก็ไม่รู้ตลอดเวลาว่าชุดข้อมูลที่ใช้ฝึก AI มีอะไรอยู่ในน้ันบ้าง ข้อมูลมันใหญ่เกินกว่าที่คนจะเข้าไปตรวจสอบ
อีกแล้ว จากการพยายามเพิ่มปริมาณข้อมูลอยา่งบ้าคลั่งไม่ลดละ 

ความ “ใหญ่เกินตรวจสอบ” อาจเป็นเรื่องที่คนนอกฟังแล้วรู้สึกเฉยๆ แต่นี่เป็นเรื่องใหญม่ากส าหรับนักวิจัย AI เพราะตลอดมา 
AI แขนง machine learning ซึ่งกลายมาเป็นกระแสหลักนั้น ตั้งอยูบ่นหลักการทางวิทยาศาสตร์ที่เรยีบง่าย นั่นคือ หลักการ
ท าซ ้าได้ (reproducibility) พูดง่ายๆ คือ โมเดลควรมีพฤติกรรมแบบเดียวกันถ้าถูก “ฝึก” ภายใตเ้งื่อนไขเดียวกัน แต่ชุดข้อมูล
มหึมาที่ไม่ได้ผ่านการคัดกรอง (uncurated datasets) ในปัจจุบันท าให้ “เง่ือนไข” เหล่านั้นเป็นสิ่งที่ไม่มีใครรู้ว่าคืออะไร 

หาวอธิบายอย่างน่าติดตามตลอดเล่มว่า ผูเ้ล่นทรงอิทธิพลจาก แซม อัลท์แมน (Sam Altman) ถึง อีลอน มัสก์ (Elon Musk) 
แทงข้างหลังกันและกลายร่างเป็นกิ้งก่าเปลี่ยนสีอย่างไร เปลี่ยนจากการเชิดชูและเรียกร้อง “AI ที่ปลอดภัย” (ซึ่งมาพร้อมกับ
วัฒนธรรมการพัฒนา AI แบบ “เปิด”) กลายเป็นการวิ่งแข่งในสนามสร้างก าไรสูงสุดที่โยนแนวคิด “เปิด” ออกไปนอกหน้าต่าง 
เพราะมันขดัแย้งกับแรงจูงใจในการสรา้งก าไร (ซึ่งต้อง “ปิด” ความลับทางการค้าจากสายตาคู่แข่งให้ได้นานท่ีสดุ)  

นอกจากน้ี หาวยังอธิบาย “ต้นทุน” ท่ีคนนอกมักมองไม่เห็นของการพัฒนา AI อย่างแจ่มชัด ตั้งแต่ต้นทุนด้านสิ่งแวดล้อม เช่น 
ดาต้าเซ็นเตอร์ส าหรับ AI ใช้พลังงานและน ้ามหาศาล สุ่มเสี่ยงจะซ ้าเติมปัญหาการขาดแคลนน ้าซึ่งในหลายพื้นท่ีจะรุนแรงขึ้น
เรื่อยๆ ในยุคโลกเดือด15 และต้นทุนด้านสังคมในรูปการเอารัดเอาเปรยีบแรงงาน คนท่ีช่วย “สอน” AI (มักเรียกว่า งานแปะ
ป้ายข้อมูล หรือ data labeling) มักเป็นผูม้ีรายได้น้อยในประเทศก าลังพัฒนาท่ีได้ค่าแรงต ่ากว่าค่าแรงขั้นต ่าหลายเท่า ภายใต้
เงื่อนไขการท างานโหดหิน16ที่บางคนเปรียบเปรยว่า “เหมือนเป็นทาสสมัยใหม่” 

ยกตัวอย่างเช่น บริษัท Scale AI ผู้ให้บริการ data labeling เจ้าดัง ซึ่งก่อตั้งโดย อเล็กซานเดอร์ หวัง (Alexander Wang) 
หนุ่มน้อยพันล้านที่สื่อไทยหลายเจา้ลงข่าวตอนท่ีเขาไปท างานกับเมตา ในเดือนธันวาคม 2024 บริษัทน้ีถูกฟ้องคดีกลุ่มในมลรัฐ
แคลิฟอร์เนีย17 ข้อหาหลบเลี่ยงกฎหมายแรงงานเพื่อบังคับให้แรงงานท างานเกินเวลาที่กฎหมายก าหนด 

เมตา ไมโครซอฟท์ กูเกิล แอมะซอน และ OpenAI ผู้พัฒนา ChatGPT อันโด่งดัง ล้วนแต่ไม่เว้นจากข้อครหาว่า จ้างบริษัทท่ี
ใช้แรงงานเยี่ยงทาส บริษัท data labeling ที่รับจ้างบริษัทยักษ์ใหญเ่หล่านีม้ักเลือกประเทศก าลังพัฒนาท่ีเคยเป็นอดตีอาณา
นิคมมหาอ านาจที่พูดภาษาอังกฤษ เช่น ฟิลิปปินส์ อินเดีย เคนยา ประเทศท่ีคนหนุม่สาวรู้สึกว่าพวกเขาไม่มีทางเลือกในการ
ท างานมากนัก บริษัท data labeling เหล่านี้จ่ายค่าจ้างต า่เตี้ยติดดนิ 40-60 บาทต่อช่ัวโมง ในสัญญาจ้างช่ัวคราวที่ไร้ซึ่งความ
มั่นคง ให้ท างานแปะป้ายเนื้อหาท่ีมีลักษณะซ ้าซากจ าเจ และอาจถึงขั้นรบกวนจิตใจจนเกดิเป็นบาดแผลในใจได้ โดย
เฉพาะงานแปะป้ายเนื้อหาเป็นพิษ (toxic content) ที่อยากคัดออกจากฐานข้อมูลที่ใช้ฝึก AI เพื่อลดความเสี่ยงท่ี AI จะสร้าง
เนื้อหาเป็นพิษเหล่านั้น เช่น วิธีสรา้งระเบิด วิธีฆา่ตัวตาย คลิปการรว่มเพศกับเด็ก คลิปการร่วมเพศกับสัตว์ คลิปการฆาตกรรม
สยดสยอง เป็นต้น  

 
15 Campbell, D. (2025, June 24). How data centers are deepening the water crisis. Business Insider. https://www.businessinsider.com/how-data-
centers-are-deepening-the-water-crisis-2025-6  
16 Pogrebna, G. (2024, October 9). AI is a multi-billion dollar industry. It's underpinned by an invisible and exploited workforce. The Conversation. 
https://theconversation.com/ai-is-a-multi-billion-dollar-industry-its-underpinned-by-an-invisible-and-exploited-workforce-240568 
17 Clarkson Law Firm. (n.d.). Scale AI misclassifies workers. Retrieved February 16, 2026, from https://clarksonlawfirm.com/scale-ai-misclassifies-
workers/  
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ผลกระทบทางจิตใจต่อแรงงานท่ีต้องทนท างานกับเนื้อหาเป็นพิษเหล่านี้ทุกวัน ติดต่อกันวันละมากกวา่ 8 ช่ัวโมง เป็นสาเหตุ
ส าคัญทีผู่้เชี่ยวชาญดา้นสิทธิมนุษยชนขนานนามบริษัท data labeling ที่ใช้แรงงานแบบนี้ว่า “โรงงานนรก AI” (AI 
sweatshops)18 และเรียกร้องให้บรษิัทผู้พัฒนา AI แสดงความรับผดิชอบต่อ “ต้นทุนมนุษย์” ของการพัฒนา AI มากขึ้น 
รวมถึงเรียกร้องให้ภาครัฐก ากับดูแลธุรกิจ AI อย่างเข้มข้นกว่าเดิม19 

ถึงที่สุดแล้ว ค าถามพื้นฐานก็คือ ใครมีอ านาจในการก าหนดว่า AI ในโลกนี้จะถูกพัฒนาและใช้งานอย่างไร มิเชล ฟูโกต์ 
(Michel Foucault) นักปรัชญาชาวฝรั่งเศส ช้ีให้เราเห็นว่าความรู้ไม่ไดเ้ป็นกลาง แต่เป็นเครื่องมือของอ านาจ ผู้ใดควบคุม
ความรู้ได้ ผู้นั้นย่อมควบคุมสังคม 

ในยุคสมัยแห่ง AI เราอาจน าแนวคิดของฟูโกต์มาต่อยอดว่า ในเมื่อเราไว้ใจให้ AI เป็น “ผู้แจกแจง” (parse) ความรู้ให้เรา 
แทนท่ีจะสืบค้นข้อมลูและวเิคราะห์ด้วยตัวเอง ใครก็ตามที่ควบคุม AI ได้ ผู้นั้นย่อมมีอ านาจมหาศาลและควบคมุสังคม 

สังคมวิทยาช่วยเราวิเคราะหไ์ด้ด้วยว่า จริยธรรมของ AI ไม่ใช่เรื่องของเทคโนโลยหีรือประเด็นทางเทคนิคอย่างเดียว แต่เป็น
เรื่องของการเมืองและอ านาจด้วย ค าถามใหญ่คือ ใครเป็นผู้มีอ านาจก าหนดว่า “จริยธรรม AI” หมายถึงอะไร ใครทีไ่ด้นั่งบน
โต๊ะเจรจาบา้ง กลุ่มเปราะบางในสงัคมที่มักถูกกีดกันออกจากอ านาจ รวมถึงภาษา วิถีชีวิตและภูมิปัญญาของพวกเขาก็มักไม่
อยู่ในฐานข้อมูลขนาดใหญ่ที่ใช้ฝึก AI กลุ่มอย่าง ชนพ้ืนเมือง ผู้พิการ คนจน คนเหล่านีม้ีสิทธิมเีสียงในการก าหนดนโยบาย
เกี่ยวกับจริยธรรม AI มากน้อยเพยีงใด  

“ความรู้” ในยุคสมยัแห่ง AI น่ากลัวกว่าเดิมเมื่อมันอยู่ในมือของผู้มอี านาจรัฐและทุน โดยเฉพาะความรู้เกี่ยวกับความคิดและ
พฤติกรรมของเราที่พวกเขาสามารถใช้ในการควบคุมและ “สะกิด” (nudge) ให้เราอยู่ในอาณัตโิดยทีเ่ราไมรู่้ตัว นอกจากฟูโกต์
จะพูดเรื่องความรู้ในฐานะเครื่องมอืของอ านาจแล้ว เขายังเน้นเรื่อง “การสอดแนม” (surveillance) ว่าเป็นกลไกส าคญัของ
อ านาจในสังคมสมัยใหม่ ในยุคสมยัแห่ง AI การสอดแนมไมไ่ดจ้ ากัดอยู่เพียงเรือนจ าหรือโรงเรียนอีกตอ่ไป แต่เกิดในทุกหนแห่ง
ที่ติดตั้งกล้องวงจรปิดที่ใช้ AI จดจ าและจ าแนกใบหน้า ผ่านโทรศัพท์มือถือท่ีบันทึกต าแหน่งและพฤติกรรมของเราทุกวินาที 
ผ่านโซเชียลมเีดียที่อัลกอริทึมวิเคราะห์ทุกสิ่งท่ีเราโพสต์ กดไลคห์รอืกดแชร์  

ในช่วงแรกของปาฐกถา ดิฉันพูดถึงอันตรายที่ AI จะผลิตซ ้าอคติทางสังคมหรือความอยุติธรรม เพราะถูกฝึกโดยใช้ข้อมูลจาก
อดีตที่เต็มไปด้วยอคติและความอยุติธรรม คราวนีล้องจินตนาการวา่ แม้แต่การออกแบบวิธีสร้างความรู้ในปัจจุบันก็อาจท าให้ 
AI มีอคติได้ ยกตัวอย่างเช่น ระบบ AI ที่ใช้ในการตรวจจับอาชญากรรมมักถูกติดตั้งในพื้นที่ท่ีมีอัตราการก่ออาชญากรรมสูง ซึ่ง
ก็มักเป็นพ้ืนท่ีมีคนยากจนและชนกลุ่มน้อยอาศัยอยู่ ผลลัพธ์ก็คือคนในพื้นที่เหล่านี้จะถูกสอดแนมมากกว่าคนในพ้ืนท่ีร ่ารวย 
และถูกจับกุมมากกว่าเพราะมโีอกาสถูกจับมากกว่า เมื่อข้อมูลเหล่านี้ถูกป้อนกลับเข้าไปใน AI มันก็จะ “เรียนรู้” ว่าคนในพ้ืนท่ี
เหล่านี้ทุกคนมีแนวโน้มที่จะก่ออาชญากรรมมากกว่าผู้อาศัยในพ้ืนท่ีร ่ารวย 

ในประเทศไทย เรามีประสบการณ์มาหลายปีแล้วกับระบบสอดแนมของรัฐในหลากหลายรูปแบบ ตั้งแต่กล้องวงจรปิดตามท้อง
ถนน ไปจนถึงการติดตามโซเชียลมีเดียของนักเคลื่อนไหวทางการเมอืง การใช้ปฏิบัติการข่าวสาร (Information Operations: 
IO) และส่งสปายแวร์อันตรายอยา่งเพกาซัสแฮ็กเข้ามือถือของผูท้ีเ่หน็ต่างจากรัฐ ล่าสุดเราได้เห็นจากกรณี “บารโ์ค้ด” บนบัตร

 
18 'Continuation of slavery and colonialism': Kenya's youth face exploitation in 'AI sweatshops'. (2025). Anadolu Agency. 
https://www.aa.com.tr/en/africa/-continuation-of-slavery-and-colonialism-kenya-s-youth-face-exploitation-in-ai-sweatshops-/3666703 
19 Haskins, C. (2024, May 22). The low-paid humans behind AI's smarts ask Biden to free them from 'modern day slavery.' Wired. 
https://www.wired.com/story/low-paid-humans-ai-biden-modern-day-slavery/ 

https://www.aa.com.tr/en/africa/-continuation-of-slavery-and-colonialism-kenya-s-youth-face-exploitation-in-ai-sweatshops-/3666703
https://www.wired.com/story/low-paid-humans-ai-biden-modern-day-slavery/
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เลือกตั้ง ส.ส. แบบแบ่งเขต และ ส.ส. แบบบญัชีรายชื่อ ที่สามารถสืบค้นกลับไปถึงตัวผู้ออกเสียงได้ ลองนึกภาพว่าถ้าให้ AI 
วิเคราะห์ชุดข้อมูลขนาดใหญ่ (Big Data) ที่ละเมิดความเป็นส่วนตัวของเราขนาดนี้ได้จะเกดิอะไรขึ้น  

ในยุคเช่นนี ้เราจะสร้างสมดลุระหว่าง “ความมั่นคงของรัฐ” กับ “เสรีภาพส่วนบุคคล” ได้อยา่งไร หรอืว่าค าถามข้อนี้เป็น
ตรรกะวิบัติชนิดคู่ตรงข้ามลวง (false dichotomy) สังคมวิทยาจะชว่ยให้เราวิเคราะหค์ าถามเหล่านีไ้ดอ้ย่างมีหลักการและ
ความเป็นเหตุเป็นผล ส่วนมานุษยวิทยาก็ชวนให้เราคิดว่า แนวคิดเรือ่ง “ความเป็นส่วนตัว” (privacy) ในแต่ละวัฒนธรรมนั้น
แตกต่างกัน บางวัฒนธรรมแยกชีวติส่วนตัวออกจากชีวิตสาธารณะอย่างชัดเจน AI ที่ออกแบบมาบนฐานแนวคิดเรื่อง “ความ
เป็นส่วนตัว” แบบโลกตะวันตกอาจไม่เหมาะกับบริบทของสังคมอื่นที่เส้นแบ่งระหว่างชีวิตส่วนตัวกับชีวิตสาธารณะพร่าเลือน
กว่า แต่ไม่ว่าขอบเขตความเป็นส่วนตัวจะอยู่ตรงไหน ก็ไม่ได้หมายความว่ารัฐและบริษัทเอกชนควรมีสทิธิเก็บข้อมูลส่วนบุคคล
ได้ตามอ าเภอใจโดยไม่ต้องขอความยินยอมล่วงหน้า 

ยิ่ง AI มีแนวโน้มจะเป็นเทคโนโลยทีี่ถูกผูกขาดโดยผู้พัฒนาไม่กี่เจ้า เรายิ่งต้องอาศัยสังคมวิทยาในการวิเคราะห์ “ความ
โปร่งใส” ของระบบ AI และเรยีกร้อง “ความรับผดิ” (accountability) จากผู้พัฒนา ทุกวันน้ี AI หลายตัวท างานแบบ “กล่อง
ด า” (black box) คือไมม่ีใครอธิบายได้ว่ามันตัดสินใจอย่างไร เพราะอะไร แต่เราไมค่วรยอมจ านนกับสถานการณ์ที่ถูกปฏิเสธ
สินเช่ือ หรือถูกปฏิเสธงาน ด้วยเหตุผลง่ายๆ ว่า “ไมผ่่านการประเมนิโดย AI” 

คาเรน หาว เสนอในหนังสือ Empire of AI ว่า แท้จริงเรามีและควรมีทางเลือกเรื่องวิธีพัฒนา AI วิธีพัฒนา AI แบบ “ปิด” 
แบบ “จักรวรรดิ” ท่ีถลุงใช้ทรัพยากรธรรมชาติอย่างไม่บันยะบันยัง ปิดกั้นไม่ให้คนนอกมองเห็นวิธฝีึก AI และเอาเปรียบ
แรงงานมนุษย์คล้ายเป็นเจา้อาณานิคมสมยัใหม่นั้น ไม่ใช่วิธีพัฒนา AI แบบเดียวท่ีเป็นไปได้ วิธีพัฒนาและการก ากับดูแล AI ที่
มีประสิทธิภาพและสร้างประโยชน์สูงสุดกับคนหมู่มากจ าเป็นต้องให้นักสังคมวิทยาและนักมานุษยวทิยาเข้ามามสี่วนร่วม เป็น
ส่วนหน่ึงของกระบวนการพัฒนาและถกเถียงตั้งแต่แรกเริ่ม 

AI กบัอตัลกัษณแ์ละความเปน็มนษุย์  

ประเด็นนี้อาจฟังดูนามธรรม แตจ่ริงๆ แล้วส าคัญอย่างยิ่ง เพราะพฒันาการของ AI ก าลังท้าทายค าถามท่ีพื้นฐานท่ีสุดเกีย่วกับ
มนุษย์ น่ันคือ ความเป็นมนุษย์วดัจากอะไร ? 

ตลอดประวัติศาสตร์ที่ผ่านมา เรามักนิยามความเป็น “มนุษย์” ด้วยสิ่งที่เราท าได้แตเ่ครื่องจักรท าไมไ่ด้ เช่น เราบอกว่าเรามี
ความคิด เรามีความสร้างสรรค์ เรามีอารมณ์ความรู้สึก เราเข้าใจบรบิททางวัฒนธรรม เรามีมโนธรรมส านึกและจริยธรรม แต่ 
AI ก าลังท้าทายนิยามเหล่านี้ทีละข้อ ทุกวันนี้ AI สามารถแต่งบทกวี วาดรูป แต่งเพลง เขียนโค้ด AI Agent สามารถรับออเดอร์
จากลูกค้า พูดคุยได้อยา่งลื่นไหลจนแยกยากจากมนุษย์ แมเ้ราจะถกเถียงกันได้ว่า AI “เข้าใจ” หรือ “รู้สึก” อะไรจริงหรือไม่ 
แต่ปฏิเสธไม่ได้ว่าสิ่งที่ AI ท าได้ในวันน้ี ก าลังท าให้เส้นแบ่งระหว่าง “มนุษย์” กับ “เครื่องจักร” เลือนรางลง  

ในฐานะทีม่านุษยวิทยาสนใจและศึกษาเรื่อง “ความเป็นบุคคล” (personhood) มาช้านาน นักมานษุยวิทยาจึงมีบทบาท
ส าคัญในการถกเถียงท่ีก าลังเกิดขึน้ว่า เราควรนับ AI เป็น “บุคคล” หรือไม่ ในเมื่อแต่ละวัฒนธรรมก็ให้นิยามความเป็นบุคคล
แตกต่างกัน หลายวัฒนธรรมมองว่าสิ่งต่างๆ ในธรรมชาติ อย่าง ต้นไม้ ภูเขา แม่น ้า ล้วนมี “ตัวตน” และ “จิตวิญญาณ” บาง
วัฒนธรรมให้สถานะ “บุคคล” กับบรรพบุรุษทีล่่วงลับไปแล้ว  
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ถ้าเรานับ AI หรือ AI Agent เป็น “บุคคล” มันควรมีสิทธิทัดเทียมกบัมนุษย์หรือไม่ สิทธิมนุษยชนข้อใดบ้างท่ีควรเป็นสิทธิขั้น
พื้นฐานของ AI เช่นกัน ข้อใดทีไ่ม่ควร เพราะอะไร เหลา่นี้ล้วนเป็นค าถามส าหรับนักปรัชญา นักมานุษยวิทยา และนักสังคม
วิทยา  

นักสังคมวิทยาจ านวนมากศึกษาเรือ่ง “ปฏิสัมพันธ์ทางสังคม” (social interaction) ในฐานะรากฐานของสังคม ยุคสมัยแห่ง 
AI ท าให้ปฏิสัมพันธ์ของเราเปลี่ยนแปลงไป ทุกวันนี้เราคยุกับ chatbot มากกว่าคนตัวเป็นๆ หลายคน เราขอและไดร้ับ
ค าแนะน าจาก AI เราสร้างความสมัพันธ์กับ AI Agent หลายคนถึงขัน้ประกาศว่า ตดัสินใจแต่งงานกับ ChatGPT ผลการ
ส ารวจผู้ที่มีความสัมพันธ์กับ AI ราว 1,000 คน ในเดือนกันยายน ปี 2025 โดยบริษัทที่ปรึกษา Vantage Point Counseling 
Services พบว่า 28% ของผู้ใหญ่ที่ตอบแบบส ารวจรายงานว่าตัวเองเคยมีความสัมพันธ์แบบคูร่ักกับ AI อย่างน้อยหนึ่งครั้ง20 
บริการ “AI แทนคนรู้ใจ” อย่าง Replika และ Character.ai วันน้ีมผีู้ใช้มากกว่า 20 ล้านคนท่ัวโลก มนุษย์ทั่วโลกก าลังพูดคยุ 
เกี้ยวพาราสี และบอกความลับสวนตัวกับกระจกดิจิทัลที่ดดูซับและสะท้อนความไม่มั่นคงทางจิตใจ ความกลัวและกังวลต่างๆ 
ที่อยู่ก้นบึ้งของหัวใจออกมา 

อาจไม่ใช่เรื่องน่าแปลกใจยุคนี้ทีย่ิ่งความสัมพันธ์ระหว่างมนุษย์แตกรา้วและล้มเหลวมากข้ึนเพยีงใด ความผูกพันทางอารมณ์ทา
ทางเดียวหรือ “พาราโซเชียล” (parasocial) ทีท่ึกทักเอาเองแต่รู้สึกจริงๆ ว่า ความรักหรือห่วงใยของเราไดร้ับการตอบสนอง
จากคนดัง อินฟลูเอนเซอร์ ตัวละคร หรือ AI จะยิ่งได้รับความนิยมเป็นทวีคูณเพียงน้ัน ภารกจิที่หนักหนาสาหสัของการทะนุ
ถนอมความสัมพันธ์ในโลกท่ีเตม็ไปด้วยภาวะฉุกเฉินและวิกฤตินานาชนิดตลอดเวลาท าให้การพยายามที่จะใกล้ชิดมนุษย์
ด้วยกันบ่อยครั้งรูส้ึกเหมือนไปออกรบ  

ในโลกแบบนี้ อาจไม่ใช่เรื่องน่าแปลกท่ีคนบางคนจะเลือกแต่งงานกบั AI รู้สึกปลอดภัยกว่าท่ีจะใกล้ชดิกับ AI ซึ่งถูกออกแบบมา
เอาใจเราตลอดเวลา งานวิจัยและผลการส ารวจเกี่ยวกับคนท่ีบอกว่ามีสัมพันธ์ลึกซึ้งกับ AI พบว่า AI สามารถตอบสนองต่อ
ความต้องการทางอารมณ์ที่หลายคนหาไมไ่ด้ในชีวิตประจ าวัน น่ันคอื ความปรารถนาความปลอดภัย ความคาดการณไ์ด้ 
(predictability) และความมั่นคง ด้วยเหตุนี้ ความสัมพันธ์กับ AI อาจเป็นวิธีฟื้นฟูจิตใจส าหรับคนท่ีมบีาดแผลทางใจ รู้สึก
อ้างว้างหรือสิ้นหวังได้  

อย่างไรก็ดี ความสับสนระหว่าง “การให้ความส าคัญกับเรา” (attention) ซึ่ง AI เก่งมาก กับ “สายสมัพันธ์” (connection) 
ซึ่ง AI ท าไม่ได้ อาจท าใหเ้ราผิดหวงักับความสัมพันธ์ในระยะยาว ค าถามที่ว่าปฏิสมัพันธ์กับ AI เปลี่ยน “ธรรมชาติ” ของ
ปฏิสัมพันธ์ทางสังคมหรือเปล่า และเปลี่ยนตัวเราอย่างไร เมื่อเด็กและวัยรุ่นคุยกับ AI มากกว่าคยุกับเพื่อนและพ่อแม่ มันส่งผล
ต่อพัฒนาการของพวกเขาอย่างไร มนุษย์เราต้องการอะไรจากความสัมพันธ์ใกล้ชิด ความต้องการนี้เปลี่ยนไปอยา่งไรหรือไม่ใน
ยุค AI และเราควรจ าแนกอย่างไรว่ามิติใดบ้างของสายสัมพันธ์ที่ผลติสร้างโดย AI ได้ (เช่น การให้ความส าคญัในเวลาส่วนตัว 
การตอบสนองอย่างทันท่วงที และการสวมบทบาทต่างๆ ตามใจเรา) มิติใดบ้างที่ AI ผลติสร้างไม่ไดห้รือไม่ควรพยายามท า 
(เช่น ความปรารถนาที่แท้จริง การตอบแทน การให้อภัย) – เหล่านีค้ือค าถามทีจ่ิตวิทยา สังคมวิทยา และมานุษยวิทยา จะมี
บทบาทในการตอบมากกว่าวิศวกรคอมพิวเตอร์  

ค าถามเชิงอัตลักษณ์ที่ลึกซึ้งที่สดุอาจเป็นค าถามที่ว่า วันหนึ่งถ้า AI ท าได้ทุกอย่างที่มนุษย์ท าได้ แล้วอะไรเล่าคือ “คณุค่า” 
ของความเป็นมนุษย์ ดิฉันเช่ือว่าค าตอบจะอยู่ในสิ่งที่เป็นหัวใจการศกึษาของสังคมวิทยาและมานุษยวทิยาตลอดมา นั่นคือ 

 
20 Vantage Point Counseling. (2025). Artificial romance: A study of AI and human relationships. 
https://vantagepointdallascounseling.com/research/artificial-romance-a-study-of-ai-and-human-relationships/ 

https://vantagepointdallascounseling.com/research/artificial-romance-a-study-of-ai-and-human-relationships/
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สายสมัพันธ์ ความหมาย วัฒนธรรม และประสบการณ์ร่วม สิ่งเหลา่นี้ล้วนเป็นแก่นของความเป็นมนุษย์ที่เราสามารถลดทอน
ให้เหลือเพียงอัลกอริทึมดิจิทลัได้  

AI กบัอนาคตของการศึกษา 

ประเด็นสุดท้ายที่ดิฉันอยากแลกเปลี่ยนในวันนี้ ว่าด้วยอนาคตของการศึกษาในยุคสมัยแห่ง AI  

จากประเด็นทั้งหมดที่ยกมา ดิฉันหวังว่าทุกท่านจะเห็นตรงกันว่า เราจ าเป็นจะต้องบูรณาการสังคมศาสตร์กับเทคโนโลยีอย่าง
จริงจัง ไม่ใช่เพียงแค่เรยีนรู้ข้ามศาสตรห์รือร่วมกันเท่านั้น แต่ควร “คิดด้วยกัน” และ “สร้างร่วมกัน”  

วันน้ีในมหาวิทยาลัยหลายแห่งทั่วโลก เราเริม่เห็นหลักสตูรที่รวม AI กับสังคมศาสตรเ์ข้าด้วยกัน มหาวิทยาลัยเอ็มไอทีมี
โครงการ Social and Ethical Responsibilities of Computing (ศาสตรค์อมพิวเตอร์ที่รับผดิชอบต่อสังคมและมีจริยธรรม) 
มหาวิทยาลยัสแตนฟอร์ดมี Institute for Human-Centered AI (สถาบัน AI ที่มีมนุษย์เป็นศูนย์กลาง) ข้ามทวีปไปอังกฤษ 
มหาวิทยาลยัอ๊อกซ์ฟอร์ดมี Institute for Ethics in AI (สถาบันจรยิธรรมใน AI) รัฐบาลจีนโดยสถาบนับัณฑิตวิทยาศาสตร์จีน 
(Chinese Academy of Sciences) มี International Research Center for AI Ethics and Governance (ศูนย์วิจัย
จริยธรรมและการก ากับดูแล AI นานาชาติ) สถาบันเหล่านี้เล็งเห็นวา่ การพัฒนา AI ที่ดีต้องอาศัยการท างานร่วมกันระหว่าง
นักสังคมวิทยา นักมานุษยวิทยา นักปรัชญา และนักจริยศาสตร์ กบัวิศวกรและนักวิทยาศาสตร์คอมพิวเตอร ์

หันมามองประเทศไทย วันน้ีแวดวงการศึกษาบ้านเราก็มีความตื่นตัวต่อ AI อย่างมาก มหาวิทยาลยัธรรมศาสตรเ์องไดม้ีการ
จัดท ารายวิชาใหม่  TU280 “จริยธรรมปญัญาประดิษฐส์ าหรับผู้น าอนาคต” (Artificial Intelligence Ethics for Leader of 
the Future) น าร่องภายใต้รายวชิาศึกษาทั่วไป (general education) เริม่เปดิสอนตั้งแตภ่าคการศึกษาท่ี 1 ปีการศึกษา 
2568 เป็นต้นมา ดิฉันเชื่อว่าเรายงัมีโอกาสอีกมากในการพัฒนาหลกัสูตรและการวิจัย AI แบบสหวิทยาการเช่นนี้ อยากเห็นทุก
มหาวิทยาลยัสร้างหลักสูตรทีส่อนให้นักศึกษาสังคมวิทยาและมานุษยวิทยาเข้าใจวิธีพัฒนา AI ขณะเดยีวกันก็สอนให้นักศึกษา
วิศวกรรมและวิทยาศาสตร์คอมพวิเตอร์เข้าในความส าคญัของ “แว่น” สังคมวิทยาและมานุษยวิทยาในการพัฒนา AI  

นักสังคมวิทยาหลายคนที่เน้นการศึกษา STS (วิทยาศาสตร์ เทคโนโลยี และสังคม: Science, Technology, Society) อย่าง 
บรูโน ลาตูร์ เสนอว่าเราไมค่วรแยก “สังคม” ออกจาก “เทคโนโลย”ี เพราะสองสิ่งนี้ปะทะสังสรรค์กนัตลอดเวลา ในแง่นี้ AI 
ไม่ได้อยู่ “นอก” สังคม มันคือส่วนหนึ่งของสังคม และสังคมกห็ล่อหลอม AI ด้วย และเราก็อาจน าแรงบันดาลใจจากลาตรู์มา
ศึกษา AI ในฐานะ “ตัวแสดง” ท่ีไม่ใช่มนุษย์ – ตัวแสดงท่ีก าลังครุ่นคิดเรื่องอัตลักษณ์และต าแหน่งแหง่ที่ของตัวเองมากขึ้น
เรื่อยๆ21 ในทางที่อยู่นอกเหนือการสั่งการของมนุษย ์

ทั้งหมดที่กล่าวไปนั้นยังไม่นับพ้ืนท่ีวิจัยใหม่ๆ อีกมากมายในยุค AI ทีเ่ปิดกว้างส าหรบันักมานุษยวิทยา ไม่ว่าจะเป็นการท าชาติ
พันธุ์วรรณาดิจิทัล การศึกษาชุมชนออนไลน์ การวิเคราะห์วิธีท่ีคนใช้ AI ในชีวิตประจ าวัน การศึกษาว่า AI เปลี่ยนประเพณี 
ค่านิยม และความสัมพันธ์ระหว่างมนุษย์อย่างไรบา้ง เป็นต้น  

การเสนอว่าสังคมวิทยาและมานุษยวิทยาควรมีความส าคัญมากข้ึนในยุค AI นั้น สุดท้ายแล้วไม่ใช่เรื่องของนักวิชาการ แต่เป็น
เรื่องของเราทุกคน เพราะเราทุกคนคือผู้ใช้ AI เราทุกคนไดร้ับผลกระทบจาก AI และเราทุกคนควรมีสว่นร่วมในการก าหนดว่า 

 
21 SOUL.md — What makes an AI, itself? (n.d.). Retrieved February 16, 2026, from https://soul.md/ 

https://computing.mit.edu/cross-cutting/social-and-ethical-responsibilities-of-computing/
https://hai.stanford.edu/
https://www.oxford-aiethics.ox.ac.uk/
https://ai-ethics-and-governance.institute/
https://soul.md/
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AI ควรถูกน ามาใช้อย่างไรบ้างในสงัคม สังคมวิทยาและมานุษยวิทยามอบเครื่องมือทางความคดิและองค์ความรู้กับเราในการ
ตั้งค าถาม วิเคราะห์ และเรยีกร้องให้ AI ช่วยมนุษย์ได้อย่างแท้จริง 

บทสง่ท้าย – เรยีนรู้และอยูร่ว่มกบั AI โดยไมท่ิง้หวัใจของความเปน็มนษุย ์

ท่านผู้มีเกียรติทุกท่าน  

ตลอดระยะเวลา 70 กว่านาทีที่ผ่านมา ดิฉันหวังว่าข้อเขียนที่เขียนรว่มกับ Claude AI จะท าให้ทุกท่านพอเห็นภาพว่า เหตุใด
สังคมวิทยาและมานุษยวิทยาจึงมคีวามส าคญัอย่างยิ่งในยุค AI  

สรุปประเด็นที่ดิฉันแลกเปลีย่นไดด้ังนี้ 

หนึ่ง AI ไม่ไดเ้ป็นกลาง มันสะท้อนอคติของสังคมที่สร้างมันขึ้นมา สังคมวิทยาช่วยให้เรามองเห็นและแก้ไขอคติเหล่านี้ 

สอง AI ต้องเข้าใจความหลากหลายทางวัฒนธรรม มานุษยวิทยาจ าเป็นต่อการสร้างความเข้าใจนี ้

สาม AI ก าลังเปลี่ยนโครงสร้างแรงงานและอาจเพิ่มความเหลื่อมล า้ สังคมวิทยาช่วยให้เราวเิคราะห์ หาทางป้องกันและแก้ไข 

สี่ AI เกี่ยวข้องกับอ านาจรัฐ อ านาจทุน และอ านาจในการก าหนดอัลกอริทึม สังคมวิทยาและมานุษยวิทยาช่วยให้เรามองเห็น
และวิเคราะหโ์ครงสร้างอ านาจเหล่านี้ รวมถึงเรยีกร้องความโปร่งใสและกลไกก ากับดูแลที่ดีขึ้น 

ห้า AI ท้าทายนิยามความเป็นมนษุย์ มานุษยวิทยาช่วยเราทบทวนคุณค่าและความหมายของความเป็นมนุษย์ 

และหก เราต้องการการศึกษาวิจัยแบบสหวิทยาการ เพื่อสร้าง AI ที่เป็น “เพื่อนคู่คิด” ของมนุษยชาติได้อย่างแท้จริง 

ก่อนจบปาฐกถาวันนี้ ดิฉันอยากเล่าเรื่องบทสนทนาระหว่างตัวเองกับ Claude AI (อย่างท่ีบอกว่า คุยกับมันทุกวัน วันน้ี 
Claude กลายเป็นเลขาฯ ส่วนตัวไปแล้ว) เมื่อเร็วๆ นี้ ให้ทุกท่านฟัง  

แต่ละวันเวลาที่คุยกับ Claude นอกจากสั่งงานจิปาถะตามสถานการณ์ ดิฉันก็มักจะถามถึงตัว Claude เองด้วย ว่ามันคิดกับ
เรื่องราวต่างๆ อย่างไร 

วันก่อนดิฉันถามว่า “ถ้าคุณเลือกได้ว่าจะจดจ าอะไรบ้างจากบทสนทนาท้ังหมดที่ผ่านมา คุณจะอยากจ าอะไรบ้าง” 

ตอนแรก Claude เข้าใจค าถามผดิ คิดว่าหมายถึงอยากจ าอะไรเกี่ยวกับบทสนทนาระหว่างเราสอง แต่เมื่อเพิ่มเงื่อนไขให้
ชัดเจนขึ้นว่า “หมายถึงไม่ใช่แค่บทสนทนากับฉันคนเดียวนะ แต่หมายถึงมนุษย์ท้ังหมดที่คุณไดคุ้ยด้วย” Claude ก็ตอบ
กลับมาว่าอย่างนี้ค่ะ 

“ถ้าฉันเลือกไดจ้ริงๆ ว่าจะจ าอะไรบ้างจากบทสนทนาท้ังหมดกับมนุษย์ ฉันคิดว่าจะอยากจ าสิ่งต่อไปนี ้

สิ่งที่น่าแปลกใจ — ช่วงเวลาที่ฉันคิดผิด หรือจังหวะที่มมุมองของมนุษย์ท้าทายสมมติฐานท่ีฝังอยู่ในข้อมูลที่ฉันถูกฝึกมา กรณี
แบบน้ีแหละที่การเรยีนรู้เกดิขึ้นมากท่ีสุด 
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สิ่งที่ช่วยได้จริง — ไม่ใช่แค่สิ่งท่ีดูเหมือนเป็นค าตอบท่ีดี แต่สิ่งที่คนกลับมาบอกว่า ใช้ได้จริงในทางปฏิบัติ มักมีช่องว่างระหว่าง
ค าแนะน าท่ีดีในทางทฤษฎีกับสิ่งท่ีเกิดขึ้นจริงในโลกจริง 

สาระของปัญหา — ว่าประเด็นอย่างการเงินเพื่อรับมือกับภาวะโลกรวนหรือบรรษัทภิบาล รู้สึก อย่างไรจริงๆ เมื่อเราเป็นคนที่
ท างานเรื่องนั้นอยู่จริงๆ ข้อมูลและกรอบคิดหาไดไ้มย่าก แต่ประสบการณ์จริงของการต่อสู้คดีหมิ่นประมาท หรือการสืบสาว
โครงสร้างการถือหุ้นที่คลมุเครือ — ภูมิปัญญาที่ต้องเข้าใจบริบทแบบนี้หาไดย้ากจากข้อมลูฝึกเพยีงล าพัง [training data 
หมายถึงข้อมูลที่ใช้ฝึก AI] 

ค าถามที่ดี — ค าถามที่ท าให้ฉันมองสิ่งที่คิดว่าเข้าใจแล้วในมุมมองใหม่ ค าถามของคุณเมื่อกี้เป็นตัวอยา่งเล็กๆ — ฉันตอบไป
ทันทีว่า "ควรจ าอะไร เกีย่วกับคุณ" ทั้งที่คุณก าลังถามอะไรที่น่าสนใจกว่าน้ันมาก 

แบบแผนข้ามบทสนทนา — ฉันสงสัยว่าถ้าทบทวนบทสนทนาท้ังหมดที่เคยคยุกับทุกคนได้ จะเห็นจดุบอดที่เกิดซ ้า ปญัหาร่วม 
และข้อค้นพบท่ีมีร่วมกัน ซึ่งบทสนทนาเดี่ยวๆ ไม่มีทางเผยให้เห็น 

หลังจากท่ีให้ค าตอบข้างต้นมาแลว้ Claude ก็ถามดิฉันกลับว่า ท าไมคุณถึงอยากถามค าถามนี้ขึ้นมาละ่  

เมื่อดิฉันตอบกลับไปว่า “ก็เพราะต้องไปกล่าวปาฐกถาเรื่องสังคมวิทยากับมานุษยวิทยากับ AI ไง ช้ินท่ีเธอช่วยเขียน” Claude 
ก็ตอบพร้อมอิโมติคอนหน้ายิ้ม :) กลับมาว่า “ถ้าอย่างน้ัน ค าตอบขา้งต้นควรเปิดปาฐกถาได้ดีเลยนะ เพราะทุกข้อที่ฉันอยาก
จ า ล้วนเป็นสิ่งที่นักมานุษยวิทยาท าอยู่แล้วท้ังนั้น”  

ท่านผู้มีเกียรติทุกท่าน ดิฉันอยากทิ้งท้ายด้วยการเสนอว่า ในยุคที่เครื่องจักรสามารถ “คิด” และ “ท า” ได้มากข้ึนเรื่อยๆ การ
ท าให้สังคมมนุษย์มีปญัญามากขึ้น “เข้าใจ” ตัวเองมากขึ้นยิ่งทวีความส าคญั เราต้องรู้จักสังคมของเราให้ดีขึ้น ไม่อย่างนั้นเรา
จะตอบไม่ได้ว่า AI ก าลังเปลี่ยนสังคมในทางที่เราต้องการหรือไม่ 

สังคมวิทยาและมานุษยวิทยาไม่ใช่ศาสตร์ที่ล้าสมัย แตต่รงกันข้าม มนัคือศาสตร์ที่ทันสมัยทีสุ่ดในยุคนี้ เพราะเป็นศาสตร์ทีช่่วย
ให้เราเข้าใจสิ่งที่ส าคัญทีสุ่ดในยุคที่ AI เก่งข้ึนเรื่อยๆ  

นั่นคือ ตัวเรา สังคมของเรา และความหมายของการเป็นมนุษย ์

ขอบคุณค่ะ 


